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2 ASSUMPTIONS

 Disruption of operations may occur at any time, with or without warning.

 Events leading to relocation are localized to the 6565 Arlington Blvd., Falls Church, VA,
and the Fort Bragg, NC, locations and/or their surrounding areas.

 Equipment currently in normal office spaces may be inaccessible.

 Primary means of system recovery will utilize a continually replicated, geographically-
distributed warm site (Oracle Data Guard). A tertiary backup solution is comprised of
physical Ethernet backup drives stored at the PI site at Aberdeen, NC.

 Communications and other external infrastructures will be sufficiently intact to allow
implementation of this COOP.

 Army Knowledge Online (AKO) and other online repositories remain available for
retrieval of plans, procedures, and Standard Operating Procedures (SOPs).

 Appropriate resources and funding will be available to support critical operations during
the event.

 “Return to Normal” status refers to operations being restored as they were prior to
activation of COOP. If a “Return to Normal” status cannot be achieved in under the 30
day window, the PI will recommend for approval to PD RCAS options that would allow
for restoration of services.

 Minor interruptions to operations, such as the unavailability of the network system for
two hours, will be handled utilizing procedures identified in applicable desk side
procedures established by functional managers.

 Equipment hardware failures that are covered by equipment warranties will require two
days to repair. Catastrophic hardware failures that require the procurement of new
equipment will require at least 45 days.

 While COOP is activated, systems hosted at COOP facility will be kept at most current
RCAS software release within the established 10 day Service Level Agreement (SLA)
requirement. Systems at affected site will also be brought to most current RCAS baseline
prior to COOP being deactivated.

 The targeted alternate COOP site will be stocked with appropriate equipment, furniture,
utilities, and personnel and will have applicable levels of access in order for COOP to
proceed.
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3 ROLES AND RESPONSIBILITIES

The RCAS Project Director (PD) or their designee will:

 Activate COOP

 Assign a PD RCAS COOP Manager

 Notify PD RCAS COOP Manager of decision to activate COOP

 Approve COOP

 Deactivate COOP

The PI Program Manager (PM) or their designee will:

 Provide recommendations to the RCAS PD to activate COOP

 Activate COOP in the event that RCAS PD unavailable

 Assign a PI COOP Manager

 Approve the COOP

 Consult with the key PI personnel for input on COOP activation

 Notify the RCAS PD of the status of COOP Operations

 Provide recommendations to the RCAS PD to stand down COOP and return to normal
operations

The PI COOP Manager will:

 Maintain and update COOP

 Activate COOP in the event that PI Program Manager or RCAS PD unavailable

 Publish and distribute updates to orders of succession as they occur

 Act as primary information/notification point of contact at PI 6565 Falls Church location
during COOP events

 Notify necessary PI personnel of the decision to implement COOP via telephone and e-
mail regardless of activation day/time

 Lead COOP training and exercises to ensure staff understand and can effectively
implement the plan

 Create annual training, exercise schedule, exercise scenarios, and collect lessons learned

 Meet with necessary PI personnel and assess requirements that may impact the return to
normal operations

 Collect information for and submit an after-action report within 14 business days after the
AITS Program has returned to normal operations

 Include after-action items in the next COOP delivery cycle

 Maintain exercise training records and document and follow-up on problems uncovered
during exercise or real-world events
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 Document newly discovered risks detected during test or real-world events at the Joint
Risk Management Control Board (JRMCB) for resolution

 Document PI personnel acknowledgment of changes in their responsibilities during
COOP activation when changes have been made to COOP

The PD RCAS COOP Manager will:

 Notify PD RCAS Managers and the Program Executive Office, Enterprise Information
Systems (PEO EIS) of the decision to implement COOP Plan

 Activate COOP in the event that RCAS PD unavailable

 Notify PI COOP Manager of decision to activate COOP

 Coordinate communications between PI personnel and PD RCAS personnel during
COOP activation

 Participate in COOP training and exercises to ensure staff understands and can effectively
implement the plan

 Provide input in the maintenance and updates to the COOP

The PI Enterprise Customer Relationship Manager (ECRM) will:

 Notify PI SE Manager that COOP has been implemented

 Notify PI Help Desk Manager that COOP has been implemented

 Provide daily status reports to PI Program Manager

 Notify PI SE Manager that COOP has been stood down

 Notify PI Help Desk Manager that COOP has been stood down

The PI Systems Operations Manager will:

 Notify PI USARC RCAS Services Manager that COOP has been implemented

 Activate COOP in the event that PI Program Manager unavailable

 Provide daily status reports to PI Program Manager

 Notify PI USARC RCAS Services Manager that COOP has been stood down

 Create Consent to Purchase (CTP) as necessary

The PI Service Desk/SE Manager will:

 Provide daily status reports to PI Program Manager

 Activate COOP in the event that PI Program Manager or PI COOP Manager unavailable

 Notify PI SE team that COOP has been implemented

 Perform the role of the PI ECRM in the event that person is unavailable

 Notify PI ECRM that PI SE team has reported to alternate sites and sites are operational

 Provide daily status reports to PI ECRM
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 Notify PI SE team that COOP has been stood down

 Notify PI ECRM that PI SE team has reported to normal work locations and alternate
sites are stood down

 Provide ECRM necessary information to create CTPs as necessary

 Notify PI Service Desk team that COOP has been implemented

 Notify PI ECRM that PI Service Desk team has reported to alternate sites and sites are
operational

 Notify PI Service Desk team that COOP has been stood down

 Notify PI ECRM that PI Service Desk team has reported to normal work locations and
alternate sites are stood down

 Provide ECRM necessary information to create CTPs as necessary

The PI USARC RCAS Services Lead will:

 Notify PI Systems Operations Manager of issues

 Act as primary information/notification point of contact at USARC site during COOP
events

 Perform the role of the PI Systems Operations Manager in the event that person is
unavailable

 Provide PI Systems Operations Manager with recommendations on best course of action
to resolve issue

 Provide status reports to PI Systems Operations Manager

 Identify and recommend to PI Systems Operations Manager necessary information to
complete CTP requests

 Ship backup Ethernet drives to Falls Church, VA as necessary

 Notify site personnel of COOP activation

 Notify site personnel of COOP deactivation

System Engineer Falls Church, VA will:

 Send status reports to PI SE Manager

 Prepare COOP environment to be promoted to primary site

 Load Ethernet drive data shipped from Fort Bragg site as necessary

 Make necessary Domain Name Service (DNS) change requests

 Configure necessary Information Exchange (IE) to point to promoted site

 Perform role of PI SE Manager in the event that person is unavailable

 Install and configure servers and operating systems as required
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 Ensure all servers are Information Assurance Vulnerability Alert (IAVA) and Security
Technical Implementation Guide (STIG) compliant

 Install/update all Operating System (O/S) patches and RCAS releases as required

 Ensure all servers have current anti-virus software In Accordance With (IAW) regulatory
requirements

 Perform necessary server troubleshooting

 Monitor system logs, security logs, and application logs

 Perform detailed monitoring and tuning

 Perform security checklists on operating systems and system backups for each server

 Perform daily server operations including creating, deleting, and unlocking user accounts

 Troubleshoot Oracle issues as needed

System Administrator Fort Bragg, NC will:

 Prepare Fort Bragg site for demotion as necessary

 Prepare Fort Bragg site for promotion as COOP stood down

 Make necessary DNS change requests

 Configure necessary IE to point to Fort Bragg site

 Notify ENOSC of RCAS availability/unavailability as necessary

 Create weekly Ethernet backups as identified in Section 7

 Test environment prior to promotion of site

 Provide status reports to PI USARC RCAS Services Manager

 Perform role of PI USARC RCAS Services Manager in the event that person is
unavailable

Database Administrator Fort Bragg, NC will:

 Backup and restore the database

 Contact Oracle Corporation for technical support

 Ensure that all necessary database files/logs are restored and operational prior to site
promotion

 Ensure Oracle Data Guard is operational post-site promotion

 Provide status reports as necessary to PI Fort Bragg Site Manager
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4 RISKS

A risk to the COOP Plan is the unavailability of the targeted COOP facility (6565 Arlington
Blvd., Falls Church, VA). If such a condition occurs prior to the USARC COOP (Site Z) facility
being in place (December 2011) then the USARC RCAS systems remain unavailable until such
time the systems are restored to normal operations. The current USARC COOP facility, at
Peachtree City GA, is being moved to Site Z at the end of calendar 2011 at which time the RCAS
servers should be hosted at this facility as a tertiary COOP site.
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6 COOP NOTIFICATION AND COMMUNICATIONS PROCESS

This section provides an overview and guidance for personnel in regards to notification and
communication processes to be utilized in the event of an unscheduled outage that requires
COOP activation. Primary means of communication and notification will be handled utilizing
phone, email, or text depending on the nature of the event and services available. Initial
notifications and communications will be handled using all three methods until it can be
determined what services are available at which time those will become the primary means of
communication between sites/personnel. Applicable team leads will act as primary sources of
information gathering and will be primary personnel responsible for providing status reports or
other applicable communications.

6.1 COOP Notification

In the event that either a planned outage in anticipation of natural events (such as a hurricane) or
an unplanned event causes an interruption in normal services that require COOP activation
notifications will be sent to all personnel identified in Appendix A. Depending on site affected
responding personnel will attempt to contact immediate supervisor or next applicable manager if
supervisor cannot be reached. Utilizing communication templates in Appendix B. site personnel
will provide necessary information needed that will be utilized for further decision making.
Personnel should utilize the following phone tree when sending notifications.
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Ft Bragg Falls Church

Post-Event Accountability Phone Tree

(b) (6)
(b) (6)

(b) (6)
(b) (6)

(b) (6)
(b) (6)

(b) (6)
(b) (6)

(b) (6)

(b) (6)
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6.2 Personnel Accountability

After an event happens managers need to determine the extent of the situation and who is
available to work on the issues. Once an incident happens, either man made or natural,
personnel must be accounted for in a timely manner in order to assess the magnitude of the
situation and proper response needed to return services to their normal state prior to the incident.
Site personnel, regardless of site, should immediately attempt to contact their immediate
supervisor via phone, email, and text. Supervisors with direct reports upon notification that an
event has occurred will also attempt to immediately contact personnel via phone, email, and text
to ensure personnel are accounted for and to assess situation for proper decision making.
Managers should utilize the phone tree with contact information as noted below.

6.3 Daily Status Reports

During an event it is necessary to provide reports to managers and supervisors in order to aid in
decision making. To ensure that proper information needed is reported consistently, accurately,
and in a timely manner site personnel must utilize the reporting templates provided in Appendix
C.
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8 BACKUP AND RECOVERY OPERATIONS

8.1 Backup Operations – RCAS USARC Production Environment

Primary backup and recovery for the RCAS USARC production environment consists of three
separate approaches:

 A continually replicated geographically-distributed warm site

 Automatic Virtual Machine (VM) snapshots stored on a local secondary storage
subsystem

 Routine weekly RCAS data backups copied to encrypted external hard drives and stored
off-site

Each of these backup methods is intended to provide options in the event of a recovery incident.
By designing the backup and recovery solution using multiple technologies, a wide range of
possible risks are mitigated, including the possible failure of one of the backup systems (Figure
1).

Figure 1. Backup Architecture RCAS USARC Production Environment
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8.3 Recovery Operations – RCAS USARC Production Environment

Recovery of RCAS USARC production servers depends upon the nature and expected duration
of the recovery event. If available, the Veeam backups can be used if the primary production
VMware hosts are still operational. In the event of the Fort Bragg full outage, the Data Guard
connected replica servers at the targeted alternate facility (6565 Arlington Blvd., Falls Church,
VA) will then become primary servers after appropriate DNS and IE interfaces are updated. In
the event of a catastrophic failure, external disk backups will be shipped to an alternate facility
and the database server will be restored utilizing the backup drives. Recovery operations would
constitute the following:

 Restore from drive as applicable

 Promote Data Guard servers as primary

 DNS redirected to point to new servers

 IE updates/rerouting as needed

 IA scans/remediation completed

 Final Operating Capability achieved

 Notification to ENOSC that systems are available
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personnel are also equipped with a laptop that allows remote capabilities to the USARC
Unicenter system.

10.2 USARC Operational Servers Fort Bragg

In the event that the operational servers at USARC Fort Bragg, NC become unavailable, the
targeted alternate COOP site is the PI facility at 6565 Arlington Blvd. Falls Church, VA. PI SEs
will initiate the activation and standing up of the servers at Falls Church, VA, and become
primary administrators until the Fort Bragg, NC location can be restored. Personnel from Fort
Bragg, NC will stay in place to reconstitute the site. In the event that personnel at the Fort Bragg,
NC site are unable to perform required duties, SEs will deploy to Fort Bragg, NC site to support
reconstitution efforts and will remain until COOP is stood down or personnel become available.

PI facility at Falls Church, VA will house a set of servers as a warm site for COOP of Fort
Bragg, NC. Oracle Data Guard will be the primary source of data backup and restoration while
Ethernet drive backups will be secondary. Server clones and database cold backups will be
created at the Fort Bragg, NC location and Ethernet drives created will be stored at a PI facility
(140 Aqua Shed Ct., Aberdeen, NC 28315). These drives will be shipped and loaded at the Falls
Church, VA location if a catastrophic event happens that will not allow for the Data Guard
solution to activate. Current RCAS web server images will be maintained at 6565 Arlington
Blvd. facility and will be staged and ready for deployment.
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11 TRAINING AND TEST METHODS

Training, tests, and exercises to familiarize staff members with the process and their roles during
an emergency ensure that systems and equipment are maintained in a constant state of readiness,
and validate various aspects of the COOP. Managers may use snow days, power outages, server
crashes, and other ad-hoc opportunities to assess preparedness of the staff. PI Managers will
ensure that their employees are familiar with the RCAS COOP. The PI COOP Manager will
conduct a comprehensive debriefing after each exercise for the participants to identify systemic
weaknesses in plans and procedures and recommend COOP revisions.

11.1 Training

Training for personnel with contingency plan responsibilities will complement testing. Training
will be provided annually; new hires who will have plan responsibilities will receive training as
part of the RCAS program orientation. New hires that will have COOP responsibilities will be
identified on the RCAS on-boarding checklist which will notify the PI COOP Manager that the
new hire will require an overview of the COOP during orientation. Further training will occur
prior to a person assuming operational duties, and refresher training will be conducted at least
annually.

Training may be conducted as a combination of training classes, brown bag sessions, and mini-
exercises that will be conducted independent from the Annual COOP testing. Personnel with
COOP responsibilities will be trained to the extent that they are able to execute their respective
recovery procedures without aid of the actual COOP document. This is an important goal in the
event that paper or electronic versions of the plan are unavailable for the first few hours resulting
from the extent of the disaster. Personnel who have COOP responsibilities are cross trained in
their respective areas in the event that personnel with primary responsibilities are unavailable,
e.g. all SEs know how to maintain the servers, create/restore backups in the event the SE Lead is
unavailable. Personnel will be trained on the following plan elements:

 Chain of command

 Purpose of the plan

 Cross-team coordination and communication

 Reporting procedures

 Security requirements

 Team-specific processes (Notification/Activation, Recovery, and Reconstitution Phases)

 Individual responsibilities (Notification/Activation, Recovery, and Reconstitution Phases)

11.2 Test Methods and Exercises

The RCAS Program will follow the Tests, Training and Exercises Schedule as outlined below.

11.2.1 Annually

 Provide designated successors with annual refresher briefings

 Provide annual COOP awareness briefings or orientation to the entire workforce

 Key personnel review and refresh roles and responsibilities
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 Reevaluate targeted alternate operating facility for suitability and functionality

 Provide staff training on the maintenance of server backups

 Conduct an annual Table Top or Live exercise focusing on a specific problem related to
COOP implementation that, at a minimum, contains:

o Opportunity for COOP personnel to demonstrate their familiarity with the COOP and
the capability to continue essential functions

o The movement of COOP personnel to targeted alternate work locations.

o Communications/Notifications capabilities

o After-Action report to include any lessons-learned (all exercise participants will
submit information)

 Addresses system recovery on alternate platforms from backup media

 Coordination among recovery teams

 Ability to maintain or recover internal and external connectivity

 Maintain appropriate system performance using alternative equipment IAW approved
SLAs

 Restoration of normal operations

11.2.2 Semi-Annually

Plans are tested for the recovery of critical information systems, services, and data.

11.2.3 Quarterly

 Test internal and external communications capabilities, or more frequently, as directed

 Test the alert, notification, and activation procedures

11.2.4 Periodically

 Brief designated successors, when named, on their responsibilities

 Provide an orientation to newly appointed COOP personnel

 Update orders of succession, as necessary, and distribute revised orders as they occur

The PI COOP Manager will maintain training records identifying the date of the exercise,
personnel involved, the scope of the exercise, and lessons learned. Any problems encountered
will be assigned a PI Point of Contact (POC) who will recommend a solution to PD RCAS. Once
a solution is identified, it will be exercised to ensure its effectiveness and viability.
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Procedures 4710 Knox Street, Fort Bragg, NC
Cubicle 2-

System Administrator Desk Side Procedures Combined Headquarters, USARC
4710 Knox Street, Fort Bragg, NC

Cubicle 2-
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13 COOP DOCUMENT MAINTENANCE

The PI COOP Manager will be responsible for initiating COOP documentation updating actions
annually. Notices will be sent to all necessary PI Managers as a reminder to update individual
plans in both the COOP document and those in Section 12 based on the schedule outlined below.
Those documents in Section 10 are the USARC Systems Administration SOP, Service Desk
Personnel Desk Side Procedures, and the Sustaining Engineer Desk Side Procedures. The PI
COOP Manager will gather and resolve conflicts in all inputs and update the RCAS COOP plan.
Key personnel will meet at least annually to discuss and provide input to the RCAS COOP plan.
This organization will be known as the COOP Working Group (CWG). Any additional Federal
or local guidelines published since the last COOP update will be incorporated.

PI Managers will report any changes to their individual COOP to the COOP Manager as soon as
possible after the change occurs, but no later than 30 calendar days. In addition, information
obtained from after action reports submitted following testing and exercises will be incorporated
into the RCAS COOP.

13.1 Annually

The COOP document will be reviewed and updated for content and completeness or as deemed
necessary by significant changes in configuration or environment.

13.2 Semi-Annually

The COOP Manager will verify and update if necessary:

 Order of Succession

 Delegation of Authority

 Changes in Personnel

 Update Phone Lists

 Update Office Room Numbers
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COOP Activation has been required for the RCAS Suite (Production Environment).

Current status as of HHMM (Time of message creation):

(Add brief Summary of the latest status)

Remedy Ticket:HD nnnnn

Outage Start Date: DDMMMYYYY

Estimated Time to Restore (ETR):
Unknown or Update of estimated duration (minutes, hours, days, weeks etc.)

Action:

Briefly summarize actions moving toward resolution.

List equipment below:

o Web Server: ZNC121C2308RL41

o Web Server: ZNC121C25MN3451

o Database Server: ZNC12145XBJYB1

APPENDIX C – DAILY STATUS NOTIFICATION

Applicable site personnel will utilize a standard notification format in order to ensure that
consistent information is provided regardless of personnel sending. Status updates will be
provided twice a day (early morning and prior to close of business) or as situations dictate.

RCAS Daily Status

Section 1 – Situation Awareness

Fill in pertinent information such as status of (Use Go/No Go, e.g. Power – No Go):

Power

Water

Cooling Systems

Building Access

Server Room Access

Communications (Phone/Email)

Network
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Section 2 – RCAS Server Status

Server Rack

Power Backup

Physical Servers

Storage Devices

Remote Access

Console Access

Section 3 – RCAS Application Status

Information Exchanges

RCAS Database for Level 1

RCAS Database for Level 2

RCAS Web Server Level 1

RCAS Web Server Level 2

RCAS Level 1 Applications

RCAS Level 2 Applications

Section 3 – Misc. Notes (please include additional information in bulleted form)
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APPENDIX D – COOP ACTIVATION PROCESS - 1

Appendices D through K comprise the COOP processes from activation through deactivation.
For ease of use and expediency processes have been referred to by numeric form on all flow
charts. Appendix titles include wording as to let users understand what each process is.
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APPENDIX M – SUCCESSION AND POINTS OF CONTACT

PI personnel with primary responsibilities over the essential functions identified in the
identified in Table 10, Table 11, and
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APPENDIX N – USARC FORT BRAGG PRODUCTION SERVERS

N.1 Architecture

The architecture consists of the current RCAS baseline builds for both a RCAS USARC Level 1
and RCAS USARC MSC Level 2 consolidated database server. RCAS USARC Level 1 and
RCAS USARC MSC Level 2 web servers are also in the environment.

N.2 Purpose

The RCAS USARC servers provide access to the RCAS applications which are used by USARC
units to aid in mobilization activities. Currently, both the Level 1 and Level 2 servers are housed
at the USARC Fort Bragg, NC, location. These servers provide the USARC with 24/7 access to
live data that is used by units to perform day-to-day functions and aid in mobilization. In the
event that these servers are unavailable, there is no current failover solution. Servers will either
have to be troubleshot or rebuilt. Impact to field and mobilizing units could be substantial.

Note: Computer Associates (CA) Wily monitoring tools provide site personnel with
automated notification of server availability issues associated with the servers which
allow personnel to respond quickly regardless of time/day.

N.3 Virtualization

The current RCAS USARC server environment is virtualized and utilizes VMware High
Availability (HA) capabilities. VMware HA utilizes the VMware Vmotion software that
monitors the physical virtual host server and its operating system for failure. In the event of
failure, the hosted virtual servers will migrate to the next designated host server with minimal
service interruptions. The HA capability is not part of a COOP solution but is a feature that
prevents short-term interruptions in service while the physical host server is serviced. Current
architecture involves four (4) Dell R710 servers hosting three virtual server images as identified
in section N.1. A staging area for creating image clones or preparing clones for deployment has
also been established.

N.4 Data/Server Backups

Database cold backups and server clones are created during the regularly scheduled weekly
outage windows and when the RCAS service baselines are upgraded. Cold backups are created
during the weekly maintenance outage. Server clones are created during baseline upgrades.
Backups and clones are created weekly and transferred to an Ethernet drive backup solution per
Section 8 and validated in accordance with the local RCAS Administrator Operations Manual
(SOP/Maintenance). The Operations Manual is located in the top cabinet of the Database
Administrator’s (DBA’s) cubicle located at USARC HQ G-2/6 - Cubicle 2N2501-111 in Fort
Bragg, NC and also online at the location provided in Section 12 .
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N.5 Addresses

USARC Level 1/Level 2 Database ZGA114A45XBJYB1.ar.ds.army.mil

USARC Level 1 Web ZGA114114C2308RL41.ar.ds.army.mil

MSC Web ZGA114C25MN3451.ar.ds.army.mil

Domain Controller N/A third party control

N.6 Rack Configuration

Figure 2 displays the current rack configuration to include where virtualized server instances are
hosted. Table 16 provides additional information in regards to specific rack locations of
equipment and equipment type.
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N.7 Maintenance Windows and Schedules

Release Updates Process:

Scheduled outages are conducted per the USARC Configuration Control Board (CCB) process
for providing a 10-day notification in advance of the anticipated outage.

Routine Maintenance:

Regularly scheduled maintenance outages are set for Sundays. During this time period, updates
are run and database cold backups are created along with any clones of the servers (as needed).
Backups and clones are created in accordance with the RCAS Administrator Operations Manual
(SOP/Maintenance). This is in the Fort Bragg, NC, DBA cubicle location: USARC HQ G-2/6 -
Cubicle 2N2501-111.

Notification Roster In The Event Of an Incident:

 PI site Database Administrator/Systems Administrator/Site Manager

 E-mail sent to enosc_watch@usar.army.mil e-mail address which generates an enterprise
wide unscheduled outage notification

 Applicable Product family leads

 Applicable Hardware Vendors if required

 Dell for Server Hardware

 PI Back Office team for Microsoft Operating System and Information Exchanges

 PI Database team for Oracle related issues

 Back Office and Database teams will contact third party software vendors as necessary

 PI Purchasing Manager if hardware needs to be replaced
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APPENDIX O – FALLS CHURCH SERVICE DESK

O.1 Architecture

The Service Desk group has no mission critical servers or systems that they maintain. They rely
upon the infrastructure team to restore all systems. In the event of short term service
interruptions, personnel will implement applicable desktop procedures. In the event of long-term
service interruptions, personnel have laptops available that allow for working remotely until
service is restored. If the NGB Remedy Help Desk system goes down, there is currently no
alternative solution as the Falls Church, VA Service Desk is a client of the NGB Remedy
System.

O.2 Purpose

Enterprise Service Desk group handles the front facing customer relations. All AITS tickets are
routed via NGB’s Remedy system or the USARC Unicenter system to the enterprise service desk
group. Tickets are then categorized and assigned to the appropriate product family or group for
resolution.

O.3 Hours of Operation

Standard Mission Support hours are 0600-1700 Eastern Standard Time (EST) Monday – Friday.

O.4 Contact Information





O.5 Emergency Standard Operating Procedures

In the event of an emergency or natural disaster, AITS Service Desk team members (Section
O.4) will contact their appropriate manager per the PI’s policies via phone and email. If the event
precludes personnel from reaching their physical work location, personnel will utilize laptops
(stored at primary residences) that can access the NGB Remedy Help Desk system from alternate
work locations.

(b) (6)

(b) (6)
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APPENDIX R – EMERGENCY CONTACT TEMPLATE – WALLET SIZE

Wallet template is for personnel with COOP responsibilities to utilize. Personnel can add
applicable numbers and contact information as needed.
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APPENDIX S – SAMPLE ANNUAL COOP TEST CHECKLIST












